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Abstract

In this paper we review parallel implementations of some stochas�
tic global optimization methods on MIMD computers� Moreover� we
present a new parallel version of an Evolutionary Algorithm for global
optimization� where the inherent parallelism can be scaled to obtain a
reasonable processor utilization� For this algorithm the convergence to
the global optimum with probability one can be assured� Test results
concerning speed up and reliability are given�

� Introduction

Many real world problems in engineering and economics can be formulated as optimiza�
tion problems	 in which the objective function is multimodal	 i�e� the problem possesses
many local minima� Compared to the number of methods designed to determine a local
minimum	 there are only a few methods which attempt to 
nd the global minimum �see
��� for a survey�� Although there are some special cases where the global optimum can
be found �see ���� the general case is unsolvable� This paper will be restricted to the
more general case and the related stochastic optimization methods� These methods are
very time consuming as soon as the dimensionality of the problem increases� Thus	 the
availability of parallel computers is a challenge in the 
eld of global optimization�

In section  we state the problem formally and introduce some basic terms fre�
quently used� A survey of some popular stochastic global optimization methods is
given in section �	 where we discuss also the parallel versions for MIMD computers
from the literature� In section � we consider so�called Evolutionary Algorithms as
global minimization methods� For a special parallel version we discuss the reliability of
the method itself and the e�ciency of the parallel mapping onto a transputer system�



� Global Optimization

Definition ��

The value f�x�� of a real�valued function f � M � IRn � IR with M �� � and x� � M
is called the global minimum of f 	 i�

�x �M � f�x�� � f�x� �

Then	 the point x� is called a global minimizer of f � The task to determine the global
minimum of f is said to be the global optimization problem�

determine f� �� minff�x� � x �Mg � ���

The function f is called the objective function and M the feasible region� �

Due to the limited accuracy of digital computers the global optimization problem
��� is considered as solved	 if we can determine for some � � � an element of the level
set

Lf��� �� fx �M � f�x� � f�x�� � �g � ��

Moreover	 we will assume that the global optimum is not isolated� ��Lf���� � �	 where
���� denotes the Lebesgue measure	 and that the feasible region is bounded�

Most methods developed so far in the 
eld of optimization in IRn are not able to
solve ���	 because they usually determine a local minimum	 that is closest to the starting
point of the search�

Definition ��

The value f�x�� of a real�valued function f � M � IRn � IR with M �� � and x� � M
is called a local minimum of f 	 if

�� � � � �x �M � jjx	 x�jj � �
 f�x�� � f�x� �

Then	 the point x� is said to be a local minimizer of f � �

From this de
nition it is easy to see	 that every global minimum is also a local
minimum but not vice versa	 which causes the di�culty of the global optimization
problem	 because there is no constructive criterion to decide whether a detected local
minimum is the global minimum� This is only possible in special cases �see e�g� ����	
which will be not the problem of interest	 here�

� Stochastic Global Optimization Methods

In this section we will review those stochastic global optimization methods for which
a parallel implementation on MIMD computers can be found in the literature� We
start with the simplest method called Monte Carlo Search and continue in proposing
those variants which improve and re
ne this simple method in order to achieve a better
algorithmic performance� Not surprisingly these re
nements make the parallelization
more di�cult	 because they have an inherent sequential character� These di�culties
can be bypassed by Parallel Evolutionary Algorithms described in section ��



��� Monte Carlo Search

Monte Carlo Search can be considered as the stochastic pendant of deterministic Grid
Search� The idea of the sequential version proposed by ��� is to sample N points
uniformly distributed over the feasible region M and to evaluate them� Then	 the
sample point with the lowest objective value is considered as the candidate solution� It
has been shown by ����	 that this algorithm will converge to the global minimum under
some conditions�

Theorem ��

Let �fN be the best objective value found in a sample of size N � Then �fN converges
to the global minimum f� with probability one with increasing N 	 if f is continuous
and ��Lf���� � � �

Prob
�
lim
N��

�fN � f�
�
� � � ���

�

The algorithm can be parallelized very easily with N � k � P� k � IN 	 where P
denotes the number of processors� Choose N�P sample points uniformly distributed
over M and evaluate them� Then	 the sample point with the lowest objective value
over all processors will be the candidate solution� It is not hard to see that the speedup
will be linear � or to be more precise� the e�ciency of the parallel version will be close
to ��� �� However	 a short analysis demonstrates ���� that the method itself is very
ine�cient	 because we need

N � 	ln�� 	 pN �
�
R

�

�n
���

trials	 such that at least one of N sample points falls within the ��neighborhood of the
global minimizer with probability pN � Here	 R denotes the radius of the hypersphere
representing the feasible region� Thus	 with � �� R the e�ort increases exponentially
with the dimension�

��� Multistart

It is obvious that the global minimum can be easily determined if all local minima
are known� This can be achieved by starting a local search technique again and again
from starting points chosen at random over M � This technique is called the Multistart
Technique� The idea is to sample a point from an uniform distribution over M and to
apply a local search method with this sample point as starting point in order to obtain
a local minimizer� If the termination criterion is not ful
lled the procedure is repeated�

The convergence to the global optimum follows directly from theorem �� The prob�
lem is to provide an appropriate stopping rule� This work has been initiated by ���� and
extended by ���	 ��� and ���� The idea of their work is to develop Bayesian estimates of
the number of local minima not yet found and of the probability that a new local search
will result in detecting a new minimum� The optimal stopping rule can be determined
by weighing the costs and potential bene
ts of subsequent searches against each other
in a Bayesian sense�

There are two possibilities for a parallel version of Multistart� The 
rst version
could use a parallel local search method in the above algorithm� Parallel versions
of local search methods have been proposed by ���	 ��� and ���� The advantage is
that all the theoretical results about the stopping rules remain valid for the parallel



implementation� The e�ciency mainly depends on the e�ciency of the parallel local
search method� A second version uses a master�slave approach with P slaves�

Algorithm PMS�

��� On each slave�
Repeat

Choose a sample point from an uniform distribution over M
Apply a local search method
Send the local minimizer to the master

Until there is a stop message from the master
�	� On the master� Whenever a local minimizer is received from a slave

Update the Bayesian estimates for the stopping rule
If the termination criterion is not ful
lled goto �	�
Else terminate the slaves

��� The best local minimizer is the candidate solution

Here	 the theory for the stopping rule has to be taylored for the parallel case	 because
the outcome of the current local minimizations on the slaves are not known in advance�

Although the multistart technique appears to be promising there is still a lack of
su�cient e�ciency	 because the same local minimum may be found several times� The
ideal case would be achieved if a local search is started in every region of attraction
only once� This is the aim of the so�called Clustering methods�

��� Clustering Methods

Clustering methods are used as a tool in global optimization	 because they are able to
group vectors into clusters such that the vectors within a cluster are as homogeneous as
possible	 whereas the clusters among each other are as heterogeneous as possible with
respect to some similarity measure� The idea is to group the trial points into clusters
by a clustering method so that the cluster can be considered as an approximation of
the regions of attraction�

����� Controlled Random Search

Although this algorithm developed by Price ���� ���� ���� has nothing in common with
the characterization of clustering methods given above some authors ��� have classi
ed
this algorithm as such� The algorithm combines some ideas of Nelder and Mead�s ����
Simplex method and a lot of heuristics to construct only one cluster� Parallel versions
�with modi
cations of the heuristics� have been proposed by Sutti ���� and Price ����
for MIMD computers� Since there is no theoretical background for this algorithm we
omit the description here�

����� Density Clustering

The sequential algorithm is described in ��� and ����� The main idea is to build clusters
around local minimizers previously detected to prevent the algorithm to start local
searches from points �close� to a local minimum already found�



Algorithm DC�

Repeat
��� Sample N points from an uniform distribution over M

Evaluate and assign them to S �� fx�� ���� xNg
�	� Choose x � S with lowest objective value and start a local search

Build a cluster around the local minimizer by single linkage clustering
Remove clustered points from S

If S �� � goto �	�
Until no new local minimizer has been found in the last iteration
The best local minimum found is the candidate solution

Bertocchi ��� proposed a parallel version for a MIMD computer with shared memory� If
we �translate� the algorithm for the message passing architecture the algorithm would
run as follows�

Algorithm PDC�

On each processor
��� Run the sequential algorithm
�	� Whenever a new local minimum is found it will be broadcasted to the other

processors which will update their set of local minimizers already detected

In order to do so	 we have to check at each iteration of step �� of the sequential code
whether a new local optimum has been broadcasted� However	 this is not the same
algorithm as the sequential one� The reported speedup of about ��� on � processors is
not only due to the parallelization but also to the fact	 that more local searches are
performed at the beginning�

����� Multi Level Single Linkage

This algorithm is described in ���� and ����	 where some theoretical properties are
presented	 too�

Algorithm MLSL�

��� k���
�	� Choose N points from an uniform distribution over M

Evaluate each point
��� A sample point is selected as starting point for local minimization�

if it has not been used as a starting point previously and if there is
no other sample point within the critical distance r�k� with a
lower objective value

�� Perform local minimizations from all selected starting points
��� k��k��

If the termination criterion is not ful
lled goto �	�
��� The best local minimum found is the candidate solution

The critical distance is given by r�k� �� 	�
�

�

h

 logkN

kN
�
�
n
� � �

�
��M�

i �

n � A parallel

version running on a LAN �Local Area Network� can be found in �����



Algorithm PMLSL�

��� Divide M into P regularly shaped subregions Mi and assign one to
each processor

�	� On each processor i do�
�a� Choose N�P sample points from an uniform distribution over Mi

Evaluate each point
�b� Determine starting points as in the sequential version in region Mi

Perform border resolutions between subregions
�c� Start local minimizations

��� If termination criterion is not ful
lled goto �	�
�� The best local minimum found is the candidate solution

The authors discuss several variants how to perform the starting point selection� The
initial approach used in the sequential version to compute the nearest neighbor relations
requires O�N�� steps� For the parallel version they developed an one�stage divide and
conquer algorithm which breaks down the previous runtime signi
cantly	 so that it is
recommended to use it in the sequential version	 too� The e�ciency of the parallel
version for the investigated standard test problems �see ����� depends on the number
of samples per iteration�

����� Topographical Clustering

Both the sequential and the parallel versions are described in ����� The clustering is
realized by constructing and evaluating a graph over the feasible region M �

Algorithm TC�

��� Choose N points from a uniform distribution over M
Evaluate each point

�	� Compute k nearest neighbors for each point
Mark all those neighboring points with larger objective value

�� Start a local search from each point with all reference points marked
��� The best local minimum found is the candidate solution

Similar to the MLSL algorithm	 the main problem is to compute the k�nearest neighbor
relations� The approach taken there would improve the runtime of the TC algorithm	
too� The parallel version described by ���� uses a ring topology with P workers and
one master to generate and evaluate the sample points in parallel and to pipeline each
point through the ring in order to calculate the nearest neighbor relations� The selected
starting points will be distributed uniformly over all processors so that each processor
performs approximately the same number of local searches� The authors report about
reasonable speedup with up to � workers�

Considering all clustering methods described above the main problem is to design
parallel cluster methods for MIMD computers� This would be valuable not only for
global optimization algorithms but also in other cases where clustering methods are
of use	 e�g� pattern recognition or image segmentation� But that problem has not
generally been solved up to now�

Another type of clustering is performed by so�called Evolutionary Algorithms� They
do not cluster the points with respect to the distances of a seedpoint but with respect
to their objective values�



� Evolutionary Algorithms

Evolutionary Algorithms �EAs� can be separated into Genetic Algorithms �GAs� de�
veloped by ��� at Ann Arbor�Michigan and Evolution Strategies �ESs� developed by
���� and ���� ���� at Berlin� Although their major working scheme is the same	 there
are some signi
cant di�erences pointed out by �� ��� in detail� Here	 we will propose
only Evolution Strategies �for a description of Genetic Algorithms see e�g� ������

The starting point has been the so�called two�membered �� � �� ES of �����

x�t��� �

�
x�t� � ��t� 	 if f�x�t� � ��t�� � f�x�t�� and x�t� � ��t� � M
x�t� 	 otherwise �

���

where ��t� denotes a random vector with some probability measure� This algorithm
converges to the global minimum with probability one under some conditions �see ����	
��	 ���	 ������

Theorem ��

Let pt denote the probability that algorithm ��� will reach the region Lf��� in step t�
If f is bounded from below� f � 		 ��Lf���� � �	 the density of � is continuous and
�P
t��

pt � 	 then algorithm ��� will reach the region Lf��� with probability one with

increasing t�

Prob
�
lim
t��

x�t� � Lf���

�
� � �

�

Born ���� received the same result by using a normal distribution as probability
measure for random vector � with 
 � 
min � � � � � N��� 
I�� The expected error

decreases with O�t�
�

n � in the quadratic convex case with 
xed 
 ����� With an proper
adaptation of the 
 the decrease of the expected error can be accelerated to O��t� with
� � ��� ��� Rechenberg ���� derived the so�called ��� � success rule to adapt 
	 so
that the convergence will be linear in the quadratic convex case� Another adaptation
rule has been proposed by ��� but they used an uniform distribution on a hypersphere
surface around the current point so that the last condition of theorem  is not ful
lled	
indicating that this method may not converge with probability one ����

Algorithm ��� is not well suited for parallelization� Schwefel ���� ���� proposed a
so�called multi�membered version denoted by ���� ES or ��� � ES	 respectively� For
the special case � � � he calculated the convergence rates for some test functions�

In the multi�membered version  sample points are generated from � points �� �
�� The best � points are selected from the newly generated  sample points for the
��� ��version or from both the old and new sample points for the �� � ��version�
The selected points then serve as new generation points for the next iteration� An
obvious way to parallelize this algorithm is to use a master�slave�approach	 where the
function evaluations can be done in parallel� One can expect a good processor utilization
assuming that the function evaluation is expensive�

In order to avoid this potential bottleneck many authors designed parallel algorithms
by using additional principles from organic evolution as a pool of inspiration �see ���
for a survey�� All approaches can be separated into two categories which are often
called the migration model and the di�usion model�



��� Migration Model

The idea is to run the sequential version on each processor and exchange some informa�
tion between the processors during the search� Imaginating that there are  individuals
�the trial points� forming a population on each processor	 the exchange of information
can be regarded as migration of individuals if e�g� the best individuals found so far will
be exchanged� This parallel version has been implemented by ����	 ����	 ���	 ���� and
���� for ESs as well as for GAs w�r�t� several types of optimization problems� Of course	
this is an other algorithm as the sequential one	 so that it is not surprising that the
�e�ciency� of the parallel version can be above ��� �� As explained in ���� the better
algorithmic performance of the parallel version occurs whenever the local optima have
parameters in common with the global optimum�

��� Di�usion Model

The di�usion model represents a more 
ne grained approach� Each individual is placed
on a single processor and selects another individual to share their information in order
to generate a new trial point� Using a grid or torus topology each individual has four
neighbors	 if we are using a von�Neumann neighborhood� This approach seems to be
well suited for SIMD machines and has been implemented by ����	 ���� as well as ����
on that kind of hardware� Gorges�Schleuter ���� ��� used another topology and MIMD
hardware to realize the algorithm� However	 the number of individuals is limited by the
number of processors	 which are not available to such an extent as on a SIMD machine
�e� g� connection machine�� On the other hand the number of interacting individuals
is important for a good algorithmic performance� Moreover	 numerical results seem to
indicate that algorithms using the di�usion model perform better on average� So it
would be interesting for practical reasons to simulate the SIMD algorithm on a MIMD
machine� First experimental results are given by ����	 who implemented a parallel
GA in such a manner on a transputer system with �� transputers in order to solve
combinatorial problems� In order to continue this work we have implemented a parallel
ES of this kind and applied it to global optimization problems�

Figure � is intended to illustrate how the di�usion model algorithm has been mapped
to the MIMD machine� After initialization of the core and border population cells the
border cells are sent to the neighboring subpopulations� Now all relevant information
for one iteration is known on each processor and the generation and evaluation of new
sample points for each cell placed on one processor can be computed sequentially� If
this is done	 the border cells are sent to the neighboring processors again and the next
iteration can be computed�

����� Reliability

The algorithm has been tested on standard test problems for global optimization
given in ���� and ��� named Goldstein �n	�
� Shekel�� �n	�
� Hartman �n	
 and
Griewank�� �n	��
	 where n denotes the dimension of the problem� A function of
Ackley ��� has been generalized for arbitrary dimensions� The algorithm has been run
� times on each problem with a ��x���population	 or with a �x��population for
Griewank�s function	 respectively� The global optimum has been found �� out of �
times for Griewank�s function within ��� iterations and every time for the others in less
than ��� iterations�



core population cell

border cell

border cell copy of the neighbor population

Figure �� Di�usion model type Evolutionary Algorithm on a MIMD com�

puter

����� E�ciency

As illustrated by 
gure  the speedup obtained is unsatisfactory for low dimensional
problems� Clearly	 e�ciency improves as soon as the population size increases or func�
tion evaluations become more expensive	 so that more time must be spent upon one
iteration� This is demonstrated by the speedup on Griewank�s problem� This kind
of algorithm normally runs on SIMD machines with some thousands PE�s �processing
elements�� Thus	 one can expect that the current implementation will achieve a rea�
sonable e�ciency for large populations on MIMD machines with a moderate number of
processors�

� Conclusion

Considering the few contributions about parallel global optimization summarized in
section � we can conclude that only little work has been done on this topic� Often there
arise algorithmic problems which have nothing to do with global optimization itself but
with other areas such as clustering� Moreover	 most methods apply a combination of
global and local search and as soon as the dimensionality increases much more points
must be sampled in the global phase� We expect that the performance of these methods
will decrease rapidly in that case�

Such problems can be bypassed by parallel Evolutionary Algorithms� These algo�
rithms do not make any assumption about the objective function and can be used on
SIMD as well as on MIMD machines� As demonstrated by ���� Evolution Strategies can
be applied to combinatorial problems	 too� This generality in application is achieved
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at the expense of a rather large number of function evaluations compared to other spe�
cialized and more or less inherently sequential methods� However	 the more processors
are available the more Evolutionary Algorithms become competitive to other methods�
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