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- Given a set $P$ of $n$ points in $\mathbb{R}^{d}$, one can compute a set of $\mathcal{B}$ of $O\left(\frac{n}{\varepsilon} \log n\right)$ balls
- s.t. answering $(1+\varepsilon)$-ANN queries on $P$ can be answered by doing a single target query on $\mathcal{B}$
- Furthermore, if we $(1+\varepsilon / 16)$-approximate each ball the target query becomes easier.
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- Biology Model biological structures like cells
- Hydrology Calculate the rainfall in an area based on point measurements
- Aviation Find the nearest safe landing zone in case of failure
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However, it has complexity $O\left(n^{\left\lceil\frac{d}{2}\right\rceil}\right)$ in $\mathbb{R}^{d}$ in the worst case
Can we do better?
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## Definition: Approximate Voronoi Diagram

Given a set $P$ of $n$ points in $\mathbb{R}^{d}$ and parameter $\varepsilon>0$, a $(1+\varepsilon)$-Approximated
Voronoi Diagram(AVS) of $P$ is a partition $\mathcal{V}$ of $\mathbb{R}^{d}$ into regions $\varphi$, s.t. for any region $\varphi \in \mathcal{V}$ we have that $\operatorname{rep}_{\varphi}$ is a $(1+\varepsilon)$-ANN for $x$, that is:

$$
\forall x \in \varphi\left\|x-\operatorname{rep}_{\varphi}\right\| \leq(1+\varepsilon) d(x, P)
$$
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# Approximate Nearest Neighbors in $\mathbb{R}^{d}$ 

(now fast, using approximate Voronoi diagrams)
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## (Exercise: Check, in doubt change constants)

Thus only consider ANN for points inside $[0,1]^{d}$
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## Creating the AVD

- Remember we can compute a set $\mathcal{B}$ of $O\left(\frac{n}{\varepsilon^{d+1}} \log \frac{1}{\varepsilon}\right)$ balls
- Approximate $b$ by the cells $\mathcal{C}^{\prime}$ that intersect it
- Pick grid $G_{2^{i}}$ s.t. $\sqrt{d} 2^{i} \leq(\varepsilon / 16) r$
- For each ball the amount of grid cells is bound by $O\left(\frac{1}{\varepsilon^{d}}\right)$
- Create from $\mathcal{C}^{\prime}$ a set $\mathcal{C}$ such that from each instance of $\square \in \mathcal{C}^{\prime}$ we pick the $\square$ associated to the smallest
 ball

Point location on the grids
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## Point location on the grids

- $(1+\varepsilon)$-ANN $\rightarrow$ target query on $\mathcal{B}_{\approx}$
- target query $\rightarrow$ find smallest canonical grid cell of $\mathcal{C}$
- store cells in compressed quadtree!
- Construction: $O(|\mathcal{C}| \log |\mathcal{C}|)$ time
- Space: $O(|\mathcal{C}|)$
- Query time: $O(\log |C|)$
- Store for each cell in a leaf the smallest ball it belongs to
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## Summary

- Recap point-location among balls
- Ball approximation
- WSPD for size reduction
- Approximate Voronoi diagrams with proofs on the bounds

