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Abstract. Networking solutionswhich do not dependon centralservicesand
wherethe componentpossenly partial information are robust and scalable
but obtainingglobalinformationlike e.g.the size of the network raisesserious
problems,especiallyin the caseof very large systemsWe considera specific
type of fully distributed peerto-peer(P2P)ervironmentwith mary interesting
existing andpotentialapplications We suggessolutionsfor estimatingnetwork
sizeanddetectingpartitioning,andwe give estimationdor the time compleity
of globalsearchn this ervironment.Our methodsrely only onlocally available
(but continuouslyrefreshed)partialinformation.

1 Introduction

Peerto-peer(P2P)systemsare becomingmore and more popular The Internetoffers
an enormousamountof resourceswvhich cannotbe fully exploited using traditional
approachesSystemghat spanmary differentinstitutions,companiesandindividuals
canbe muchmoreeffective for certainpurposesuchasinformationdistribution (e.g.
[3,4]) or large scalecomputationge.g.[2, 9]).

Systemsexist that go to extremesin the senseof not usingcentralservicesat all
to achieve maximalscalabilityand minimal vulnerability to possibledamagesn com-
ponents.Suchan approachwaschosenin e.g.[7] for broadcastingWe will focuson
anotherarchitectureof this kind which we developedaspartof the DREAM project[8]
(describedn moredetailin Section2). In a nutshell,the aim of the DREAM project
is to createa completeervironmentfor developingandrunningdistributedevolution-
ary computationexperimentson the Internetin a robust and scalablefashion.It can
be thoughtof asa virtual machineor distributed resource machine (DRM) madeup
of computersarywhereon the Internet. The actualset of machinescan (and gener
ally will) constantlychangeandcangrow immenselywithout ary specialintervention.
Apart from securityconsiderationsarnyone having accesdo the Internetcanconnect
to the DRM and can either run his/herown experimentsor simply donatethe spare
capacityof his or hermachine.
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Although thesefully distributed ervironmentscan grow to literally astronomical
sizes[7] while automaticallymaintainingtheir own integrity they have a major draw-
back: exercisingglobal control and obtainingglobal informationbecomesharderand
harderasthesizeincreasesBroadcastingr ary globalsearchhecomesnfeasibleafter
acertainpoint.

Thispapemdiscussemethoddor obtainingglobalinformationbasednly onlocally
available partial information in the nodesof our ervironment. Thesemethodsscale
muchbetterthane.g.broadcastindpecauseheirresourceequirementsireindependent
of thesizeof thenetwork. Thetime compleity of globalsearctbasedn (continuously
refreshed)ocal informationwill be addresseih Section3. In Section4 a methodfor
estimatingthe network sizeis presentedin Section5 we suggest way of detecting
partitioning.

For the sale of completenesdet usmentionthat simulationswith network sizesof
up to 10000nodeswereperformedto supportour theoreticalconsiderationfiere.Un-
fortunately dueto seriousspacdimitations, we wereforcedto remove our simulation
resultsto beableto keepmostof ourtheoreicalresultsvhichmightbemoreappropriate
to be publishedn aresearcmote.

2 TheModd

Focusingon thetopic of this papemwe discussonly a simplified versionof our erviron-
ment,in particularwe ignoretimestamphandling,and the mechanisnof application
execution.More informationcanbefoundin [5, 6].

The DRM is a network of DRM nodes.Let S denotethat setof all nodesin the
DRM, andletn = |S|. In the DRM every nodeis completelyequivalent. Nodesmust
be able to know enoughaboutthe restof the network in orderto be able to remain
connectedo it. Spreadingnformationoverandaboutthenetwork is basedon epidemic
protocols[1].

Everynodes € S maintainsanincomplete databaseontainingdescriptorof a set
D(s) of nodes(|D(s)| = ¢), wherenormallyn > ¢. We call thesenodesthe neigh-
bours of the node.The databasés refreshedusinga push-pullanti-entrogy algorithm.
Every nodes choosesa nodes’ from D(s) in every time-step.Thenary differences
betweens ands’ areresoled sothatafterthe communications ands’ will both have
thedescriptorf thenodesrom D(s) U D(s'). Besideghis, s will receive adescriptor
of s’ ands’ will alsoreceve a descriptorof s. As mentionedbefore,the size of the
databasés limited in ¢. Thislimitation is implementedy removing randomlyselected
elements.

To connectanew nodeto the DRM oneneedsonly oneliving addressThedatabase
of the new nodeis initialized with the entry containingtheliving addresonly, andthe
restis taken careof by the epidemicalgorithm describedabore. Removal of a node
doesnotneedary administratioratall.

Fortunately theoreticaland empirical resultsshav that limiting the size of the
databasealoesnot affect the power of the epidemicalgorithm, information spreads
quickly andthe connectvity (thusinformationflow) is notin danger7,5,6]. For ex-
amplea databassizeof 100is enoughto supporta DRM of size1033.



3 Global Search

We would like to find nodesin the network which fulfill somecriteria.Beingableto do
sois importantin mary situations We might wantto find a nodethathaslots of space
or CPU capacityavailable,or nodessituatedn a givengeographicahrea.etc.

Our main purposeis to allow very large networks, in the orderof n = 10° or
more. In suchnetworks ary broadcastingapproachis infeasiblebecauseavery node
mustbe ableto do global searchandfor large networkstoo mary broadcastgould be
generatedesultingin hugetraffic. Collectingandstoringinformationaboutthe entire
network is notthebestsolutioneitherbecauseve cannotassuméarge storagecapacity
in everynode,andontheotherhandthenetwork changegonstantlynodesandrunning
applicationscomeandgo.

In thefollowing we will examinethelimits andpossibilitiesof usingonly thelocal
databasén a nodeto searchthe network. Theideais thatwe listento the updatesand
whenthe appropriatenodeappearghere,we returnit. This might seemhopelesdut
theoryandpracticeshaw thatit is not necessarilghe case Notethatthis kind of search
haspracticallyno costssincewe areusingthe databaseefreshmenmechanisnihatis
appliedanyway. The only costthatincreasesvith n is thewaiting time.

Let s* € S bethenodewe arelooking for from nodes (s # s*). Let D(s) = 0 at
thestartof thesearchLet thesetD; denotethe nodesn thedatabase is updatedvith
during the jth databases&hangesessionaccordingto the epidemicalgorithm. Note
thattheelapsedimeis notnecessarilghe samebetweertheupdatesin this sectionwe
assumehat D, , D», ... areunbiasedndependentandomsamplef S.

Let therandomvariable¢ denotethe index of thefirst updatein which s* canbe
found.In otherwordss* € D, andVi < & : s* ¢ D;. Fromour assumptiorabout
the even distribution it follows that P(s* € D;) = ¢/n fori = 1,2,... Fromthe
assumptiorof independenci followsthat P(¢ = i) = (1 — ¢/n)* 1 (c/n)! thusé has
ageometricdistribution with the parameter/n. This meanshatthe expectedvalueis
pe = n/c andthe varianceis of = n(n — ¢)/c*. Note that the optimal casein this
framework is whenwe have D, U ... U Dr, /.1 = S whentheinformationflow speed
(thelearningspeedf s) is maximal.Theexpectedvaluethatbelonggo thisdistribution
is > n/2c. Comparedo this the waiting time in the realisticsituationis in the same
orderof magnitudewhich is rathersurprising.

4 Estimating Network Size

Anotherpromisingpossibility of exploiting the dynamicsof the epidemicprotocolis
network size estimation.Sincethereis no centralservicewe have no ideaaboutthe
actualsize of the network. It canbe estimatechowever from the characteristicef in-
formation flow throughthe databasef a sener s. Intuitively, if thereis much new
informationin thedatabasef a peerthenwe expectto have alarge network.

Let usexaminea databasexchangebetweers ands’ (with database® andD’ re-
spectely) duringthe normalfunctioningof our epidemicprotocol.Letd = |D' \ D|,
or in wordsthenumberof new elementsn D’. If we assuméhatD andD' areindepen-
dentunbiasedsampledrom S thend hasa binomialdistribution B((n — |D|) /n,|D’|)



with the expectedvalue
E(d) = |D'|(n — |D])/n 1)

(In this sectionwe do notassumehat|D| = |D’'| = ¢, theresultshold for the general
casetoo.)

Of coursewe do not know the distribution of d becauseéts parameterseferto the
network size. However we cancollect a samplefor afixed |D| and|D’| andwe can
approximatethe expectedvalue of d with the sampleaveraged. Using (1) and this
approximatiorwe canapproximaten with the expression

!
nfi= M (2)
D' —d

Sinced hasa binomial distribution, this approximations optimalin the following

Bayesiarsense:

Proposition 1. If £ is a random variable from the binomial distribution B(p,n) and
{z1,...,z} isanindependently drawn sample of £ then

Ty + ...+ Tk

P(xy,... B =
argmax (z1,-..,7|B(p,n)) kn

Proof. After substitutingthe probability values,using the independencassumption
andignoringthe binomial coeficientswe get

T1+...+Tk (1 kn—(z1+...+zk)

m;;ixP(ml,...,xHB(p,n))=mzz)1xp _p)
Elementanycalculusshowvs thatthe maximumof this polinomofpisatp = (z1 +...+
zr,)/(kn) which provesthe proposition. O

5 Detecting Partitioning

During the operationof a DRM the underlyingphysicalnetwork may get partitioned.
For auserit maybevaluableto detectthis partitioningbecausehis could meana seri-

ousdegradationof his or her available computationalesourcesThe approachwe are

presentingn this paperoffers a potentialsolutionfor detectingsuchsuddenchanges.
Whenthe estimatechetwork sizedecreasesuddenlyit probablymeanghatthe node
thatperciesesthis changds partof a subnetvork thathasjust beenseparatedrom the

original largernetwork.

6 Conclusions

In this papertechniqueswere presentedhat are able to provide global information
in a distributed networking ervironmentwhereno centralservicesare available. The
techniquesrebasednthe dynamicsof the epidemicprotocolwhichis runin anervi-
ronmentwhereeachnodeknowsonly atiny bit aboutthewhole network but wherethis
knowledgeis continuouslyupdatedby anepidemicprotocol.



Possibilitiesof performingglobal searchin this ernvironmentwereanalyzedlt was
shavn thattheunderlyingepidemicalgorithmpumpsthecompletesystem-statéhrough
everylocalnodeveryquickly. It is notablethatthedesigngoalsof our epidemicprotocol
did notincludethisrequirementit wasanunexpectedout usefulside-efect. Depending
onthewaiting time availablethis makesglobalsearcheasiblein mary cases.

It wasalsosuggestedhatthe dynamicsof informationflow througha nodecanbe
exploitedin mary ways.Oneof theseis estimatingnetwork size,anotheiis predicting
partitioning.

Thepossibilitieswerenotfully exploited.Our goalwasto give theoreticakvidence
which suggestshatit is worth doingresearchn thedirectionof possibleexploitations
of information sourceswhich are naturally presentin certaintypesof distributed en-
vironments We believe thattechniquedik e the onessuggestedh this work canmary
timesoffer a cheapyet effective alternatve to implementingexpensve additionalpro-
tocolsandservicesor introducingadditionalrestrictionsn the design.
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